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Abstract

We show the necessary and sufficient condition that a nonnegative matrix has a unique
positive eigenvector, where the analytic expression displaying the linear relations between
each remnant component and abasic characteristic subvectorof the unique eigenvector is
discovered when the nonnegative matrix is reducible. As a result, we infer the exact necessary
and sufficient condition that the iteration matrixM−1N as a special nonnegative matrix has a
unique positive eigenvector whenM −N is anM-splitting, which is applied to the condition
for the existence and uniqueness of a balanced growth solution for the Leontief dynamic input–
output model. Previous work in the field did not clearly involve the uniqueness of the balanced
growth solution. In this paper we develop the prior results. That is, we find the necessary
and sufficient condition that the Leontief dynamic input–output model has a unique bal-
anced growth solution. Finally, we obtain the necessary and sufficient condition for the
existence and uniqueness of both the balanced growth solution and the production prices
system. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction

Frobenius [3, Section 11] first discovered the existence of the semipositive eigen-
vector of a nonnegative matrix, though his results were not stated according to the
current form. Schneider [7] and Carlson [2] discussed this subject in terms of anM-
matrix. More recently, Victory [12] generalized Frobenius’ results by employing the
graph theoretic concepts. As a summary, Schneider [9] surveyed these issues. In this
paper, using the above known results, we show the necessary and sufficient condition
that a nonnegative matrixT has a unique positive (right) eigenvectorR, where the
uniqueness and the reducible case are emphasized. We find that ifT is reducible,
thenR is based on abasic characteristic subvectorR1 which is a unique positive
eigenvector corresponding to the only one basic class ofT, and each remnant com-
ponent ofR is the linear function of the component(s) ofR1. The motivation comes
from some input–output economic problems in which a unique positive eigenvector
of a nonnegative matrix has to be solved.

Schneider [8] introduced the definition of anM-splitting of a real matrixA =
M −N and investigated the spectral properties of the iteration matrixM−1N by
considering the relationships of the graphs ofA,M,N , and M−1N , where M is
a nonsingularM-matrix andN is a nonnegative matrix. Starting with Schneider’s
results, we deduce the elaborate necessary and sufficient condition that the iteration
matrixM−1N as a special nonnegative matrix has a unique positive (right) eigenvec-
tor, which is motivated by the applications ofM−1N to the dynamic input–output
model. The dual case can be easy obtained from the above condition.

Szyld [10,11] studied the conditions for the existence of a balanced growth so-
lution for the Leontief dynamic input–output model. Besides, Marek and Szyld [5]
generalized both Schneider’s results in [8] and Szyld’s results in [10,11]. We develop
these results to yield the theorem on the uniqueness of the balanced growth solution.

In Section 2, the necessary and sufficient condition that a nonnegative matrixT
has a unique positive eigenvectorR is revealed, where ifT is reducible, then a unique
positive eigenvector of the irreducible principal square submatrix corresponding to
the only one basic class ofT associated with a normal form is called abasic charac-
teristic subvectorof T since it is the basis ofR. The definition of this new concept is
mainly due to the discovery of the analytic expression(2.4)i , which displays the lin-
ear relations between each remnant component and the basic characteristic subvector
of R.

In Section 3, applying the results of Section 2 and [8], we infer the accurate nec-
essary and sufficient condition that the iteration matrixM−1N has a unique positive
right eigenvector whenM −N is an M-splitting. As its dual form, the necessary
and sufficient condition that the iteration matrixNM−1 has a unique positive left
eigenvector whenM −N is anM-splitting is simply noted without details. So the
necessary and sufficient condition that bothM−1N has a unique positive right eigen-
vector andNM−1 has a unique positive left eigenvector is obtained. Section 3 is the
foundation of Sections 4 and 5.
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In Section 4, we first present the definition of the uniqueness of a balanced growth
solution for the Leontief dynamic input–output model. Employing the outcome in
Section 3, we derive the elaborate necessary and sufficient condition for the existence
and uniqueness of a balanced growth solution for the Leontief dynamic input–output
model, whose economic meaning is very exact.

Section 5 is an economic consequence of Corollary 3.1.
Let ∧,⇒ and⇔ denote conjunction, implication and equivalency, respectively.

Let ∅ stand for the empty set. Let 0 be zero or zero vector or zero matrix. The vector
or matrixA > 0 means thatA is semipositive, i.e., each entry ofA is nonnegative, and
at least one entry is positive. The vector or matrixA � 0 means thatA is positive,
i.e., each entry ofA is positive. ByAt we indicate the transpose of vector or matrix
A. Letρ(A) be the spectral radius of matrixA. The unit matrix is symbolized byI.
The meaning that a square matrixA has auniqueeigenvector corresponding to the
eigenvalueλ, or the vector is aunique eigenvector of a square matrixA associated
with the eigenvalueλ, is that the dimension of the eigenspaceAλ is one.

2. Necessary and sufficient condition that the nonnegative matrix has a unique
positive eigenvector

In this section we always assume without loss of generality that a nonnegative
n× n matrixT has a (lower triangular) Frobenius normal form

T =




T11 0
T21 T22
...

...
...

Tr1 Tr2 · · · Trr


 . (2.1)

Lemma 2.1. Let R be a semipositive(right) eigenvector of T associated withρ(T ).
For the following2r + 2 conditions:
(ii ) ∀j ∈ {1, . . . , i− 1, i+ 1, . . . , r}, ρ(T ) = ρ(Tii) > ρ(Tjj ) for i = 1,2, . . . ,

r;
(ii i ) R has a subvectorRi which is a unique positive eigenvector ofTii, and each

remnant positive component(if there exists)of R is the linear function of the
component(s)ofRi for i = 1,2, . . . , r;

(iii) T has only one final class;
(iv) R is positive and unique;

we have
(1) (ii ) ⇒ (ii i ), i = 1,2, . . . , r;
(2) [(i1) ∧ (iii )] ⇔ (iv).

Proof. Letλ = ρ(T ). As is well known, the semipositive eigenvectorR = (Rt
1, R

t
2,

. . . , Rt
r )

t exists, whereRi is the subvector ofR corresponding to formula (2.1) for
i = 1,2, . . . , r.
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We prove (1). Obviously,(ii ) implies r � 2. By [4, Lemma 6.2],Rm = 0 (m =
1, . . . , i− 1), andRi is a unique positive eigenvector ofTii associated withλ =
ρ(Tii) sinceTii > 0 is irreducible. Moreover, ifi < r, then

Rk = (λIk − Tkk)
−1

k−1∑
j=i

TkjRj (k = i + 1, . . . , r), (2.2)

whereIi is the proper identity matrix fori = 1,2, . . . , r, and by [1, (2.7) Theorem,
p.141](λIk − Tkk)

−1 � 0 since Tkk is irreducible or a nonnegative 1× 1 matrix for
k = i + 1, . . . , r. Next we prove that ifi < r, then each component ofRk is the
linear function of the component(s) ofRi for k = i + 1, . . . , r.

If i < r, by formula (2.2), we have

Ri+1 = (λIi+1 − Ti+1i+1)
−1Ti+1iRi . (2.3)i

If i < r − 1, letb0 = i, we still require proving

Ra = (λIa − Taa)
−1


Tai +

a−1−i∑
j=1




a−j∑
b1=i+1

· · ·
a−1∑

bj=bj−1+1

Tabj (2.4)i

×
1∏

x=j
(λIbx − Tbxbx )

−1Tbxbx−1





Ri (a = i + 2, . . . , r)

by means of mathematical induction onr.
LetFk = (λIk − Tkk)

−1, k = i + 1, . . . , r. By formulas (2.2) and(2.3)i we have

Ri+2=Fi+2(Ti+2iRi + Ti+2i+1Ri+1)

=Fi+2(Ti+2i + Ti+2i+1Fi+1Ti+1i)Ri,

i.e., formula(2.4)i holds if r = i + 2. Suppose that formula(2.4)i holds if r = m,
i.e.,

Ra = Fa


Tai +

a−1−i∑
j=1




a−j∑
b1=i+1

· · ·
a−1∑

bj=bj−1+1

Tabj

1∏
x=j

Fbx Tbxbx−1





Ri

(a = i + 2, . . . , m). (2.5)

We only need to prove

Rm+1=Fm+1


Tm+1i+

m−i∑
j=1



m+1−j∑
b1=i+1

· · ·
m∑

bj=bj−1+1

Tm+1bj

1∏
x=j

Fbx Tbxbx−1




Ri.

By formulas (2.2) and(2.3)i , we have
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Rm+1 = Fm+1


Tm+1iRi + Tm+1i+1Fi+1Ti+1iRi +

m∑
a=i+2

Tm+1aRa


 .

Therefore, by formula (2.5), we only require proving

m∑
a=i+2

Tm+1aFa

a−1−i∑
j=1




a−j∑
b1=i+1

· · ·
a−1∑

bj=bj−1+1

Tabj

1∏
x=j

Fbx Tbxbx−1




=
m−i∑
j=2



m+1−j∑
b1=i+1

· · ·
m∑

bj=bj−1+1

Tm+1bj

1∏
x=j

Fbx Tbxbx−1


 . (2.6)

Let

Y (he, he−1, . . . , h1) = Tm+1heFheThehe−1 · · ·Fh2Th2h1Fh1Th1i ,

wherei + 1 � h1, hs−1 + 1 � hs , s = 2, . . . , e,he � m, 2 � e � m− i. Then for-
mula (2.6) is equivalent to

m∑
a=i+2

a−1−i∑
j=1

a−j∑
b1=i+1

· · ·
a−1∑

bj=bj−1+1

Y (a, bj , . . . , b1)

=
m−i∑
j=2

m+1−j∑
b1=i+1

· · ·
m∑

bj=bj−1+1

Y (bj , bj−1, . . . , b1). (2.7)

It is not difficult to prove formula (2.7). Hence formula(2.4)i holds. Formulas(2.3)i
and(2.4)i show that ifi < r, then each component ofRk is the linear function of the
component(s) ofRi for k = i + 1, . . . , r. The proof of (1) is completed.

We prove (2). Suppose that(i1)∧ (iii) holds. By the proof of (1),(i1) implies that
R1 � 0, andλ is a simple root ofT. HenceR is a unique eigenvector ofT associated
with λ. Thus we only require provingRk � 0, k = 2, . . . , r. Since (λIk − Tkk)

−1 �
0, k = 2, . . . , r, the result follows from (iii) and formula (2.2).

Inversely, let (iv) hold. We only need to complete the proof that the reduced graph
of λI − T has precisely one singular vertex, which is also the only final vertex. By
[9, (3.5) Corollary], since there exists a positive vectorRsatisfying(λI − T )R = 0,
the set of singular vertices is equal to the set of final vertices. So each singular vertex
is distinguished and hence by [9, (3.1) Theorem], the nullspace ofλI − T has a semi-
positive basis satisfying [9, (3.2)]. The uniqueness ofRmeans that the dimension of
the nullspace ofλI − T is one. Thus the above vertex set has only one element. The
proof of (2) is completed. �

Remark 2.1. In the proof of result (1), formulas(2.3)i and(2.4)i are important.
As compared with formula (2.2), formulas(2.3)i and (2.4)i thoroughly show the
linear relations between each component ofRk and the component(s) ofRi for
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k = i + 1, i+ 2, . . . , r, i = 1,2, . . . , r − 1. HenceRi plays a basic role in the semi-
positive eigenvectorR.

Definition 2.1. Supposer � 2 in the normal form (2.1) ofT. If ∃i ∈ {1,2, . . . , r}
such thatρ(T ) = ρ(Tii) > ρ(Tjj ), j = 1, . . . , i− 1, i+ 1, . . . , r, then a unique
positive eigenvectorRi of Tii is called abasic characteristic subvectorof T cor-
responding to this normal form.

Theorem 2.1. Let T be a nonnegative matrix of order n. Then the following condi-
tions are equivalent:
(i) T has precisely one basic class,which is also the only final class;

(ii) T has a unique positive eigenvector R;
where if T is reducible,then T corresponding to the normal form(2.1) has a basic
characteristic subvectorR1, and each remnant component of R is both positive and
the linear function of the component(s)ofR1, whose analytic expression is formula
(2.3)1 or (2.4)1.

3. Spectral properties of the iteration matrices

In this section we always assume that then× n real matrixM −N is a nontrivial
M-splitting, i.e.,M is a nonsingularM-matrix andN is a semipositive square matrix.
Also, we assume without loss of generality thatM −N has a Frobenius normal form

M −N =




M11 −N11 0
M21 −N21 M22 −N22

...
...

...
Mr1 −Nr1 Mr2 −Nr2 · · · Mrr −Nrr


 . (3.1)

Thus, similarly to formula (3.1),M−1N has the corresponding (lower triangular)
partition, where the main diagonal blockM−1

kk Nkk may be reducible by [8, Lemma
3.4] for k = 1, . . . , r.

Lemma 3.1. If M −N that has only one final class is reducible, andρ(M−1
11 N11) >

ρ(M−1
ii Nii), i = 2, . . . , r, thenM−1N is reducible and it has exactly one basic

class,which is also the only final class.

Proof. From [6, Theorem 4.3, p.160],M11 is anM-matrix. ThusM11 −N11 is a
nontrivial M-splitting, andM−1

11 N11 andM−1N have the same basic class(es) since
ρ(M−1

11 N11) > ρ(M−1
ii Nii), i = 2, . . . , r. By [8, Lemma 3.4],M−1

11 N11 has exactly
one basic class, which is also the only final class ofM−1

11 N11. HenceM−1N has
exactly one basic class, which is also a final class ofM−1N . To establish that it is
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the only final class ofM−1N , let pbe any element in the final class ofM−1
11 N11. Since

this class is basic,p is a vertex of a nonempty circuit of the graph�(M−1N). For
∀q ∈ {1,2, . . . , n}, q must have access top in the graph�(M −N), since M−N

has only one final class. The result now follows from [8, Theorem 2.8].�

Lemma 3.2. If M −N that has only one final class is reducible, and∃j ∈{2, . . . , r}
such thatρ(M−1

11 N11) � ρ(M−1
jj Njj ), then

(i) M−1N has at least two basic classes;
or

(ii) M−1N has at least two final classes;
or

(iii) a basic class ofM−1N is not final.

Proof. Suppose that conclusions (i) and (ii) do not hold. ThenM−1
11 N11 must contain

the only final class ofM−1N . Since ρ(M−1
11 N11) � ρ(M−1

jj Njj ),M
−1
11 N11 does not

contain the only basic class ofM−1N . Thus conclusion (iii) holds. �

From [8, Lemma 2.4 and Corollary 2.6], we can easy observe that ifM −N has
at least two final classes thenM−1N has also at least two final classes.

Theorem 3.1. M−1N has a unique positive(right) eigenvector R if and only if
(1) M −N is irreducible, where

(i) if each column of N has at least one positive entry, thenM−1N is irreducible;
(ii) if N has at least one entire column of zeros, then the reducibleM−1N has a

basic characteristic subvectorR1 corresponding to the only basic class of
M−1N, and each remnant component of R is the linear function of the com-
ponent(s)ofR1;

or
(2) M −N that has only one final class is reducible, and ρ(M−1

11 N11) > ρ(M−1
ii

Nii), i = 2, . . . , r, where the reducibleM−1N has a basic characteristic sub-
vectorR1 corresponding to the only basic class of bothM−1

11 N11 andM−1N,

and each remnant component of R is the linear function of the component(s) of
R1.

Proof. From [8, Lemma 3.4], Lemma 3.1 and Theorem 2.1, we can obtain “If”.
From Lemma 3.2 and the above observation, as well as Theorem 2.1, we can obtain
“Only If”. �

We do not state the dual form of Theorem 3.1 since it is easy to obtain the du-
al case from this theorem, where the iteration matrix becomesNM−1, whose left
eigenvector is considered.
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Corollary 3.1. BothM−1N has a unique positive right eigenvector R andNM−1

has a unique positive left eigenvector L if and only ifM −N is irreducible, where
(i) if each column of N has at least one positive entry, thenM−1N is irreducible;
(ii) if each row of N has at least one positive entry, thenNM−1 is irreducible;
(iii) if N has at least one entire column of zeros, then the reducibleM−1N has a

basic right characteristic subvectorR1 corresponding to the only basic class of
M−1N, and each remnant component of R is the linear function of the compo-
nent(s)ofR1;

(iv) if N has at least one entire row of zeros, then the reducibleNM−1 has a basic
left characteristic subvectorL2 corresponding to the only basic class ofNM−1,

and each remnant component of L is the linear function of the component(s)of
L2.

Proof. SinceNM−1 is the dual form ofM−1N , “If” is clear. We prove “Only If”. If
M −N is reducible,ρ(M−1

11 N11) > ρ(M−1
rr Nrr ) andρ(M−1

rr Nrr ) = ρ(NrrM
−1
rr ) >

ρ(N11M
−1
11 ) = ρ(M−1

11 N11) are contradictory. �

4. Necessary and sufficient condition that the Leontief dynamic input–output
model has a unique balanced growth solution

It is known that if no change in the technology is assumed over time, then both
discrete and closed Leontief dynamic input–output model of an economy is

(I − A)Xk = B(Xk+1 −Xk), (4.1)

whereA > 0 andB > 0 are the intermediate input coefficient matrix and the capital
input coefficient matrix, respectively,ρ(A) < 1 hence(I − A)−1 > 0 exists, andXk
is the column vector of gross output at time periodk. An important solution of this
model is the so-called “balanced growth solution (BGS)”, i.e., this solution means
that the gross output of each sector increases by a constant percentage per unit of
time, the mutual proportions in which various sectoral products are produced remain
constant, i.e.,

Xk = (1 + δ)kX � 0, (4.2)

whereδ > 0 is called thebalanced growth rateof the economy system, andX is a
column vector of gross output.

Definition 4.1. Let the setH = {positive vectorXk = (1 + δ)kX|(I − A)Xk =
B(Xk+1 −Xk)}.
(i) If H /= ∅, then model (4.1) is called to have aBGSXk = (1 + δ)kX, or Xk =
(1 + δ)kX is said to be aBGSof model (4.1).
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(ii) If ∃X∗
k = (1 + δ)kX∗ ∈ H , such that(∀Xk ∈ H ⇒ Xk = αX∗

k ) holds, whereα
is a positive number, then model (4.1) is called to have aunique BGSX∗

k =
(1 + δ)kX∗, or X∗

k = (1 + δ)kX∗ is said to be aunique BGSof model (4.1).

Example 4.1. Let the intermediate input coefficient matrix and the capital input
coefficient matrix of an economy be respectively

A =



0 0 0
0 0.5 0

0.3 0 0.2


 and B =




5 0 0
0 2.5 0

0.4 0 0.8


 .

ThenXk = 1.2k(32, σ, 19)t satisfies model (4.1). Thus, model (4.1) of this econo-
my has a BGSXk = 1.2k(32, σ, 19)t, and the balanced growth rate of the economy
is 0.2. Sinceσ can be an arbitrary positive number,Xk = 1.2k(32, σ, 19)t is not a
unique BGS, i.e., model (4.1) of this economy has infinitely many BGSs.

Example 4.2. Let the intermediate input coefficient matrix and the capital input
coefficient matrix of an economy be respectively

A =



0 0 0
0.1 0 0
0 0 0.2


 and B =




5 0 0
0 0 0
0.4 0 0.8


 .

ThenXk = 1.2k(40,4,5)t satisfies model (4.1). Thus model (4.1) of this economy
has a BGSXk = 1.2k(40,4,5)t, and the balanced growth rate of the economy is 0.2.
Afterward we shall prove thatXk = 1.2k(40,4,5)t is a unique BGS.

Clearly, formula (4.2) satisfies model (4.1) if and only if(I − A)−1BX = (1/δ)X,
whereδ = 1/ρ[(I − A)−1B] by [1, (1.12) Corollary, p.28]. Thus we have:

Proposition 4.1. Model(4.1)of an economy has a(unique)BGS if and only if the
semipositive square matrix(I − A)−1B has a(unique)positive eigenvector.

Proof. We only require proving the case of uniqueness.

[Model (4.1) has a unique BGS]

⇔ [∃X∗
k = (1 + δ)kX∗ ∈ H such that(∀Xk ∈ H ⇒ Xk = αX∗

k )]
⇔ {X∗

k = (1 + δ)kX∗satisfies model (4.1),

and [(formula (4.2) satisfies model (4.1))

⇒ (1 + δ)kX = α(1 + δ)kX∗]}
⇔ {(I − A)−1BX∗ = (1/δ)X∗,

and[(I − A)−1BX = (1/δ)X⇒ X = αX∗]}
⇔ [(I − A)−1 B has a unique positive eigenvector]. �
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From Proposition 4.1, when(I − A)−1B has a positive eigenvectorX we can
adjustX0, the column vector of the initial gross output, such thatX0 = αX, where
α is a positive number, thenX0 becomes a configuration vector of gross output that
enables the economy to grow at the balanced growth rate 1/ρ[(I − A)−1B]. For
convenience sake we call the readjustedX0 to be abalanced growth configuration
vector of the economy.

We consider Examples 4.1 and 4.2 again. For Example 4.1,

(I − A)−1B =



5 0 0
0 5 0

2.375 0 1


 , ρ[(I − A)−1B] = 5.

Since (32, σ, 19)t is a nonunique positive eigenvector of(I − A)−1B associated
with 5, Xk = 1.2k(32, σ, 19)t is a nonunique BGS of model (4.1), whereX0 =
(32, σ, 19)t is a balanced growth configuration vector of the economy.

For Example 4.2,

(I − A)−1B =



5 0 0
0.5 0 0
0.5 0 1


 , ρ[(I − A)−1B] = 5.

Since (I − A)−1B has exactly a basic class, which is also the only final class,
(I − A)−1B has a unique positive eigenvector(40,4,5)t by Theorem 2.1. Thus
model (4.1) has a unique BGSXk = 1.2k(40,4,5)t by Proposition 4.1, where
X0 = (40,4,5)t is a balanced growth configuration vector of the economy.

Szyld researched the conditions for the existence of the BGS, but the uniqueness
was not explicitly involved (cf. [10,11]). He first presented the following assumption:
“Each column of the matrixB has at least one nonzero entry”. Under the hypoth-
esis he proved that “U= (I − A)−1B is irreducible if and only if the sumC =
A+ B is irreducible”. Thus, the BGS exists whenA+ B is irreducible. In fact, since
(I − A)−1B is irreducible, the BGS not only exists but is unique by Theorem 2.1 and
Proposition 4.1. Obviously, the condition thatA+ B is irreducible and each column
of the matrixB has at least one nonzero entry is not a necessary, but a sufficient
condition that model (4.1) has a unique BGS. For instance,

A+ B =



5 0 0
0.1 0 0
0.4 0 1




is reducible, and each entry of the second column in the matrixB is zero in Example
4.2, but model (4.1) of this economy has a unique BGS.

Moreover, for the reducible(I − A)−1B, Szyld [10, Theorem 2] gave a necessary
and sufficient condition for the existence of the BGS. Actually, employing the graph
theoretic concepts, this theorem is equivalent to [1, (3.10) Theorem, p.40] or [9, (3.5)
Corollary]. Evidently, wheng � 2 in [10, Theorem 2], i.e.,(I − A)−1B has at least
two both basic and final classes,(I − A)−1B cannot have auniquepositive eigen-
vector by Theorem 2.1. Hence, this necessary and sufficient condition cannot ensure
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the BGS to be unique. For instance, we consider Example 4.1 again,(I − A)−1B has
exactly two both basic and final classes. It is known that model (4.1) of this economy
has infinitely many BGSs.

Next, using the new results founded in Section 3 of this paper, we can completely
solve the above problems. Namely, we can find the necessary and sufficient condition
and its exact economic meaning that the Leontief dynamic input–output model has
a unique BGS. Certainly, some stricter restricted conditions, such as “Each column
of the matrixB has at least one nonzero entry” and “A+ B is irreducible”, will be
relaxed.

First, we give an economic explanation of the semipositive matrixU = (I −
A)−1B = (uij )n×n, where Ais the intermediate input coefficient matrix in value
terms, andB = (bij )n×n is the capital input coefficient matrix in value terms. Let
V = (v1, v2, . . . , vn) be the value-added rate (i.e., value-added per unit of gross
output value) row vector, and letG = EB = (g1, g2, . . . , gn) be the capital input
rate row vector, whereE = (1,1, . . . ,1). Hence

gj =
n∑
i=1

bij

is the gross capital input per unit of gross output value of sectorj for j = 1,2, . . . , n.
ThenVU = E(I − A)(I − A)−1B = EB = G, i.e.,

n∑
i=1

viuij = gj (j = 1,2, . . . , n).

Thus

0 � uij = �gj
�vi

(i, j = 1,2, . . . , n),

i.e.,uij measures the rate of change of the capital input rate of sectorj with respect
to a change in the value-added rate of sectori. So U = (I − A)−1B can be called
the linked matrix or multiplier matrix between capital input rate and value-added
rateas with Leontief inverse(I − A)−1 can be called the linked matrix or multiplier
matrix between gross output and final output.

Obviously, we can directly obtain the necessary and sufficient condition that(I −
A)−1B has a unique positive eigenvector from Theorem 2.1, i.e.,(I − A)−1B has
exactly a basic class, which is also the only final class. The economic meaning of
this necessary and sufficient condition, however, is not clear. Hence, in order to find
the necessary and sufficient condition that has a both evident and accurate economic
interpretation we have to employ Theorem 3.1.

LetM = I − A andN = B. Then M−N is irreducible if and only ifA+ B is
irreducible. In economic terms the irreducibility ofA+ B means that each sector of
the economy depends on all others directly or indirectly for either its intermedi-
ate products or its capital. Corresponding to a (lower triangular) Frobenius normal
form, the reducibility ofA+ B means that the economy can be divided intor � 2
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subeconomiesS1, S2, . . . , Sr by the interdependence among the intermediate prod-
ucts and the capital, each sector ofSk depends on all others inSk directly or indi-
rectly for either its intermediate products or its capital, orSk has only one sector for
k = 1,2, . . . , r. Also, if the condition thatA+ B has only one final class is added,
this means thatSi demands neither any intermediate product nor any capital from
S1, . . . , Si−1, but Si supplies either the intermediate products or the capital to at
least one subeconomy withinS1, . . . , Si−1 for i = 2, . . . , r. The economic meaning
that each column (row) ofB has at least one positive entry is that each sector of the
economy demands (supplies) some capital. The economic meaning thatB has at least
one entire column (row) of zeros is that there exists at least one sector that does not
demand (supply) any capital in the economy. Thus, by Proposition 4.1 and Theorem
3.1, we have:

Theorem 4.1. The Leontief dynamic input–output model(4.1)has a unique BGS if
and only if
(1) each sector of the economy depends on all others directly or indirectly for either

its intermediate products or its capital,where
(i) if each sector demands some capital, then the linked matrix between capital

input rate and value-added rate, (I − A)−1B, is irreducible;
(ii) if there exists at least one sector that does not demand any capital, then the

reducible(I − A)−1B has a basic characteristic subvector which is a sub-
vector of a unique balanced growth configuration vector of the economy, and
each remnant component is the linear function of the component(s) of the
subvector;

or
(2) the economy can be divided intor � 2 subeconomiesS1, S2, . . . , Sr by the in-

terdependence among the intermediate products and the capital, each sector of
Sk depends on all others inSk directly or indirectly for either its intermediate
products or its capital,or Sk has only one sector fork = 1,2, . . . , r, Si demands
neither any intermediate product nor any capital fromS1, . . . , Si−1, butSi sup-
plies either the intermediate products or the capital to at least one subeconomy
withinS1, . . . , Si−1 for i = 2, . . . , r,andS1 as a subeconomy has a unique BGS,

whose balanced growth rate is less than that ofSi if Si as a subeconomy has
also a unique BGS, i.e., {1/ρ[(I1 − A11)

−1B11]} < {1/ρ[(Ii − Aii)
−1Bii]} if

ρ[(Ii − Aii)
−1Bii] > 0 for i = 2, . . . , r, where the reducible(I − A)−1B has

a basic characteristic subvector corresponding to the only basic class of both
(I1 − A11)

−1B11 and (I − A)−1B, which is a subvector of a unique balanced
growth configuration vector of the economy, and each remnant component is the
linear function of the component(s)of the subvector.

Proof. We only need to prove thatSk as a subeconomy has a unique BGS if and
only if ρ[(Ik − Akk)

−1Bkk] > 0, k = 1,2, . . . , r. Clearly, the result follows from
Proposition 4.1, Theorem 2.1 and [8, Lemma 3.4].�
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5. Necessary and sufficient condition for existence and uniqueness of both BGS
and production prices

It is known that the input–output price model of an economy isP = PA+D,
whereP � 0 is the price row vector,A > 0 the physical intermediate input coef-
ficient matrix, andD > 0 the row vector of value-added per unit of physical gross
output. The so-called “production prices” means that the economy has a uniform cap-
ital return rate to each sector, i.e.,P = PA+ εPB, which is equivalent toPB(I −
A)−1 = (1/ε)P , whereB > 0 is the physical capital input coefficient matrix,ε =
1/ρ[B(I − A)−1] > 0 is called the uniform capital return rateof the economy.

As the dual form of Section 4, we have the similar results for the existence and
uniqueness of the production prices, whereP, B(I − A)−1 andε correspond toX,
(I − A)−1B andδ, respectively. Here we do not express these results, but give an
economic explanation of the semipositive matrixW = B(I − A)−1 = (wij )n×n that
is the dual matrix ofU = (I − A)−1B. Let F = (f1, f2, . . . , fn)

t be the final de-
mand column vector,X = (x1, x2, . . . , xn)

t the gross output column vector, andK =
BX = (k1, k2, . . . , kn)

t the capital supply column vector, where

ki =
n∑
j=1

bij xj

is the gross capital supply of sectori, for i = 1,2, . . . , n. ThenWF = B(I − A)−1

F = BX = K, i.e.,
n∑
j=1

wijfj = ki (i = 1,2, . . . , n).

Hence

0 � wij = �ki
�fj

(i, j = 1,2, . . . , n),

i.e.,wij measures the rate of change of the capital supply of sectori with respect to a
change in the final demand of sectorj. SoW = B(I − A)−1 can be called thelinked
matrix or multiplier matrix between capital supply and final demand.

By Corollary 3.1 and Proposition 4.1, we have:

Theorem 5.1. In an economy both the Leontief dynamic input–output model has a
unique BGS and there exists a unique production prices system if and only if each
sector of the economy depends on all others directly or indirectly for either its inter-
mediate products or its capital,where

(i) if each sector demands some capital, then the linked matrix between capital
input rate and value-added rate, (I − A)−1B, is irreducible;

(ii) if each sector supplies some capital, then the linked matrix between capital
supply and final demand, B(I − A)−1, is irreducible;
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(iii) if there exists at least one sector that does not demand any capital, then the
reducible(I − A)−1B has a basic right characteristic subvector which is a
subvector of a unique balanced growth configuration vector of the economy,

and each remnant component is the linear function of the component(s)of the
subvector;

(iv) if there exists at least one sector that does not supply any capital, then the re-
ducibleB(I − A)−1 has a basic left characteristic subvector which is a subvec-
tor of a unique production prices configuration vector of the economy, and each
remnant component is the linear function of the component(s)of the subvector.
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